Subset Selection in Multiple Linear
Regression
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This report was prepared as an account of work sponsored by an agency of the United States Government. Neither the United States Government nor any agency thereof, nor
any of their employees, makes any warranty, express or implied, or assumes any legal liability or responsibility for the accuracy, completeness, or usefulness of any
information, apparatus, product, or process disclosed, or represents that its use would not infringe privately owned rights. Reference herein to any specific commercial product,
process, or service by trade name, trademark, manufacturer, or otherwise does not necessarily constitute or imply its endorsement, recommendation, or favoring by the United
States Government or any agency thereof. The views and opinions of authors expressed herein do not necessarily state or reflect those of the United States Government or any
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Subset Selection in Multiple Linear
Regression

Subset Selection is used to build
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e Simple in functional form, tailored

for algebraic optimization
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Fitness Criterion

e Balances model complexity with
reduction in empirical error

* Penalize directly for the number of
explanatory variables in the
regression model

Empirical error
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IP Formulations of Fithess Criterion

min lngng +cl'x MIQP formulations
2 , e Solved directly (Cp, BIC)

st — Mz < B <Mz (§=12..k) , golved in nested optimization
zj; €10,1} problem (AIC,MSE)

Alternative Model Selection Techniques
e Regularization — LASSO, Ridge

: Regression
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